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ABSTRACT

This paper considers a market segmentation ofithiees’s industry, using cluster analysis and aicfeselected
variables, some demographic, some having to do tigthresponders' flight experiences and some hawirp with the
responders' airport experiences. Specific airllieahds” are not detailed. The data are basedsumay by IBM Watson
Analytics, and the sample size exceeds 100,00®mmess. We find that we have 6 clusters, each othwlinas clear

distinguishing characteristics. Marketing implicais for reaching these clusters are examined.
KEYWORDS: Airlines, Cluster Analysis, Market Segmentation & &y Data
INTRODUCTION

Consumer preferences have become one of, ifthimain consideration for marketing departments. Many
markets are switching from being a sellers’ marketbeing a buyers’ market. For many industries, iffexéntiated
marketing methods are unable to earn a substatidit for companies. Often, “one-for-all” markegirstrategies are
simply unsuccessful in this day and age of targetedketing. There are situations in which it is asgible, from a
practical point-of-view, for companies to targetleaustomer individually; however, there are otsiemations when one
can segment a market down to the individual lelvet.example, with postal mailing lists or emaitdisone can utilize “list
segmentation” to profitably do so (e.g., Berger &dHozzi, 1992) if a sufficient number of variablase available for
analysis. Of course, even with the ability to aghisegmentation on an individual level, it is netays cost effective, nor

is there always a need for that degree of gramulati

In the airlines’s industry, the industry of interés this paper, it is unlikely that costumers cnitfully
(i.e., profitably) be dealt with on an individuavel. There are millions of customers, but ther raot corresponding
millions of separate marketing strategies. Theasiten does not “mirror” the situation of a retaibi® that can draw on
individual past-purchase behavior to the same dgdoedifferentiate among customers on an individezel. Yet, market

segmentation can still be a key to success.

This paper uses a cluster analysis approach toenadgmentation of customers of the airline ingusising
airline-satisfaction survey data. The survey dagmewprovided by IBM Watson Analytics (2014).Thedstattempts to
identify important factors, explain the motivatoorof customers’ choices and eventually give ovelalsiness

recommendations. We find a set of 6 clusters, wéttiain variables clearly differentiating the cérst
LITERATURE REVIEW

Smith (1956) published an article which was thestfito introduce the concept of market segmentation.

He suggested that the division of a market shoeldésed on customers who shared certain charéiceriSince then,
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other authors have built upon Smith’s work. Yankelh (1964) studied industrial market-segmentatimased on a
practical example. Over 40 years later, Yankelogint Meer (2006) authored a paper in the sameabonrediscovering
market segmentation. Reynolds and Jolly (1980) esiggl a new view that there are four tests whicinaaket-
segmentation should pass—measurability, accesgjbgitability, and substantiality. However, thereesmis to be no
complete agreement how to best carry out thess. téshnedy, Best, and Kahle (1990) proposed a atdngrocess of
how to conduct market segmentation. Luo (2003) §eduon customer-segmentation analysis based omyaspecific
product or under a very specific situation. Thess hlso been a lot of literature on how to segrigtstof various sources

into deciles or individual percentiles, or, indegulividual consumers (e.g., Lix, Berger & Magiqzz995).

There are many methods that have been proposedsaddn the area of market segmentation. The noostion
forms of consumer market-segmentation are thosedbasm Geographic segmentation, Demographic segtimnta
Psychographic segmentation, and Behavioral segmemt®f course, these “types of segmentation"samgply describing
the variables used in making the segmentation.ri@lemany market segmentations use a combinatiovadébles from
all of these areas. When the term “market segmentatis used, however, many immediately think ondy
psychographics, lifestyles, values, behaviors, mudtivariate cluster analysis routines. Market segtation is a much

broader concept, and it pervades the practice sifbas throughout the world (Thomas, 2016).

This paper uses cluster analysis as the mode demnsegmentation. Porter (1998) first defined drent“cluster”
as a “Geographic concentration of interconnectetipamnies and institutions in a particular field.”llHind Baumann
(2000) utilized complex techniques proposing a weétto identify clusters, called “hierarchical clisanalysis” to help
people sort this kind of problem statistically. for(2003) then employed correlation analysis tentdy geographic
clusters. However, there are other methods of eélusbalysis and no general agreement about whigstectanalysis

method is best.

In general, Cluster analysis, dustering, is the task of grouping a set of objects in suetag that objects in the
same group (called a cluster) are more similas¢ime sense) to each other than to those in othapgr(clusters). It is the

main task of exploratory data minirapnd a common technique for_ statisticklta-analysislt is used in many fields,

including machine learningoattern recognitignimage analysjsinformation retrieval bioinformatics data compression

and_computer graphidq®Vikipedia, 2017), and, of course, albeit moreergly, in the world of business/management, and

specifically, used routinely today in market segtagan.

Based on Wikipedia (2017), cluster analysis wagingited in anthropology by Driver & Kroeber in 1982d, in
terms of early use, was introduced to psychologyblgin in 1938 (Bailey, 1994) and Tryan 1939(Tryon, 1939) and
used by Cattel{1943) beginning in 194fr trait-theory classification in personality psgdogy.

METHODOLOGY

Data Source and the Airline Satisfaction-Survey

The airline satisfaction-survey used in this papsmwell as the data set derived therefrom, wagiged by Fraser
Anderson, through the IBM Watson Analytics (2014)ime website accessed in February, 2017. The gumas carried
out during the first three months in 2014. The syreollected data about actual airline performarsewell as how
responders felt about airlines’s services in gdn@&tee dataset consisted of demographic variallgisudes of customers,

and airline information. The respondents constiti@gandom sample of 129,889 passengers. Afteingltmg data points
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with critical missing values, we were left with 1281 cases. Based on the survey, we used variablésee types to

segment the airline market from the consumers’ view

One type of variable we used to be the demograipificmation; indeed, it would be unusual to see arkat
segmentation that did not use demographic variabigferent demographic groups clearly may havéedént criteria that
they consider important to them. For example, mstodies have shown that, when it comes to airkiseds and airport
issues, factors important to business travelersddferent than those for non-business travelerg.(é&Vang, Hong &
Berger, 2016). Also, students may be more flexithi@an non-students, perhaps connected to their adefinancial

situation.

A second type of variable we used to be that ofatitiébutes of the responders’ individual flightthard type of
variable used to concerned the responders’ aigquerience. Responders were asked to connectahsivers to their
most recent flight and airport experience. Différexperiences in these areas could clearly difteatn customer
satisfaction and overall attitudes toward airli(@sd aiports), and suggest placement in a different segmennfoketing

purposes.
The variables used are listed in Table 1.

Tablel: Variables in Our Study

SLNO Variables label Explanation Coding (if necessary)
1 Age Age of responder
5 AseRange 119, 2: 20-29, 3:20-29, 4:40-49,
- getang 5:50-59, 6:60-69, 7:70-79, 8: >80
3 Gender Sex of responder 1: Male, 0: Female

Categorical: Mileage traveler/ 0-mileage traveler:

4 Type of Travel Business traveler/ Personal traveler ,1, business traveler
2:personal traveler.

3 Shopping Amount at Airport Amount of money spend at airport, §

6 Eating and Drinking at Airport Amount of money spend at airport, $. §

1 Departure Delay of flight in Minutes

8 Amival Delay of flight in Minutes

9 Flight cancelled Categorical: Yes/ No 0:No; 1: Yes.

10 Flight time in minutes

To give a general understanding of our datasetpregide some descriptive statistics in Table 2. Wénder
about the minimum flight time of “8” listed by omespondent, but, while it seems “odd,” we had nsisb#o change it.
Perhaps we should have disallowed the data valeenate in the limitations section our perhaps-uswiboice not to
explore the issue of outliers. Also, we acknowletlge “Age” and “Age Range 1” are, for the mosttpegdundant, and it

likely would have been wiser not to use both ofithe

Table 2: Descriptive Statistics

Descriptive Statistics

™ Ranage Minimum Maximum Mean Std. Deviation

Age 129889 70 15 85 4620 17.221
Age Range1 129839 7 1 2 417 1.784
Gender! 129889 1 a 1 44 496
Type of Travell 129888 2 o 2 1.23 577
Shopping Amount at 129889 87va o 879 26.55 53.081
Airport

Eating and Drinking at 129889 BO5 o 895 68.24 52210
Ajrport

Dieparture Delay in 127544 1582 o 1582 1498 38.366
Minutes

Arrival Delay in Minutes 127151 1584 2] 1584 15.37 38.762
Flight cancelled1 129888 1 1] 1 o2 135
Flight time in minutes 127151 661 8 669 111.51 71.776
Walid M (listwise) 127151
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Clustering Method

This study adopts the K-means clustering methodwAsoted earlier, there are several methods fmteting
that are available in statisticalsoftware packagesno general agreement about which is the bhit.rmiethod is typically
easy to interpret and is adequate for a large skttaShao, Tanner, Thompson, & Cheatham (2007) awedpl1 different
clustering methods, and concluded that “Overallyas found that there is no one perfect “one digeafl” algorithm for
clustering MD [molecular dynamics] trajectoriesfidy also noted that average-linkage seemed to beskin most of the
methods and that hierarchical clustering methodee vedfected more severely than others by outliefsgourse, they

acknowledge that they were using the techniquesfonIMD applications.

In the “K-means” algorithm, K is a predeterminednier of clusters. The distance between each oksamand
each cluster mean is examined, and an observatiassigned to the cluster whose mean has the stdilégance from the
observation. First, an initial set of means is medi and then subsequent classification is basekeodistance between the
observation and its center (Dasgupta & Freund, R0Den, the cluster mean will be re-calculated, drahce, updated.

This step will be repeated again and again untitlnster means change further.

As noted, the K-means clustering method requirds pse-determine the number of clusters: K. Ircpca, there
are several ways to do. In this paper, we use then€htine method (Wu, Cheng, & Chen, 2008) to detez the best
value of K. First, we set different numbers of tdus, using the K-means cluster method in SPSSoatain ANOVA
tables. In essence, we perform the clustering ndetbodifferent values of K, and then pick the Katlappears to be the
“best of the bests” choice.

By comparing F-statistics in Table 3, it is clehattrelatively speaking, there is little differenoetween the F
statistics for the six-clusters result and for #een- clusters result (as opposed to compariracedj results for fewer

clusters.) Therefore, we chose the six clusterdtrds-statistic results are shown in Table 3 for R through 8.

Table 3: F-statistic Values when Cluster Numbers (K= 3-8

F.(3) F.(4) F.(5) F.(6) F.(7) F.(8)
Age .510* 1.22* 410.75| 293.475 251.325 174.123
Age Rangel .400* .105* 404.056 289.05 247907 1380
Genderl 1.963* 1.218*| 231.863 159.681 132.653 15|3
Type of Travell 1.163* 2.228* 75.447  53.977 49.196 35.677

Shopping Amount at Airport 1.44* 1.068* 588366 40% | 33918.8 28863
Eating and Drinking at Airpor 3.820* 5.237*| 35212.3] 23004.9 18984.9 15476.4

Departure Delay in Minutes 89031.1 116912.6 8402854815.3| 66929.5 567979
Arrival Delay in Minutes 89379.9) 1161808 83339.24381.1| 65709.9| 55565.6
Flight time in minutes 112496.1 74616.8 2.9 39512.0/ 32886.6] 583831

ANALYSIS AND DISCUSSION OF RESULTS

In this section, we will interpret our results tgpport marketingstrategy decisions. Table 4 prasiat number of
cases/people in each cluster; it is clear thamtimaber of cases in each cluster varies. The lamgasber of cases is in
Cluster 3: 70,253, 55.25% of the total number afesa The number of cases in Clusters 4 and 6 x largest, around
20,000; these two are 15.98% and 16.59%, respégtioethe total number of cases. Cluster 1 inckud®,008 cases,

L indicates a_norsignificant F-valuex =.05. All of the other F-values are significantat.05.

’ This value may look to the reader like a typo; wiiildoes appear to be an unusual value, relatitieet entire row of values, it is a
CORRECT value.
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Cluster includes 5,273 oas and Cluster 5 contains only 201 cases. Haewgif cases in a cluster does not automatis
diminish a cluster’'s importance, since each clubkely has some vital features, and a small clustay contain vel-
high-value, or important-to-identifgustomer:

Table 4: Number of Cases in each Cluster

Number of Cases in Number of Cases in each Cluster
each Cluster
B Number of Cases in each Cluster
Cluster 1 10008.000
2 5273.000 70253
3 70253.000
4 20324.000
5 201.000 20324 21092
i 21082.000 10008
5173
Valid 127151.000 ¥ = ‘ S
Missing 2738.000 1 : 3 4 g [

Table 5 is a key table and presents the mean ¢f emgable for each cluster. Figure 1 displays ¢heslues ir
graphical form.

Table 5: Mean of Each Variable for each Cluste

Final Cluster Centers

Cluster
1 2 3 4 ] i}
Age 4506 4573 4521 50.34 47.83 45492
Age Range1 4.05 412 4.07 4.549 433 414
Gender _ N 45 A4 A48 46 A4
Type of Travell 1.23 1.21 1.22 1.28 1.18 1.22
Shopping Amount at 168.90 20.40 1216 16.58 28.46 18.16
Airport
Departure Delayin 10.34 139.88 a8.40 8.a7 460,66 9.03
Minutes
Arrival Delay in Minutes 10.68 14235 857 916 46314 10.21
Flighttime in mirutes 99 35 105.96 82.83 849.60 118.79 236.24
Eating and Drinking at 71.20 6384 46.61 148.51 62,55 62.60
Birport
500
400
=1
300 / \
200 : A =)
P\
0 By g
—==(
Vg:’z é\- § & @N Q\‘\Q: ’b(\b A ‘\(Z\ \E‘b\- e‘\t\
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Figure 1: Graphical Representation of
Cluster Means for each Variable
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Type of traveler needs further elabora since the mean is not a useful representation ef(ttore than tw

categoriesnominal variable. Figure 2 displays the frequedisgribution for this variable for each clust

Type of Travel{Percentage)

79.84%
BO.00%
70.00% - 49
£1.49% 62.34% i 5o.41% 59 9B%
B0.00%
50.00%
; 6%
A40.00% :
’ ; 57% 0% 5%
30.00%
20.00% 5 2
7.98 B.10 10 CHER08% 104 B.16
10.00% e
0.00%
dusterl cluster2 duster3 clusterd clusters clusterf

B Mileage M Business M Personal
Figure 2: Frequency Distribution for Type of Traveler

We can see from Table 5 that the two age measwre®tdvary substantially; the average age es from 45 to
51 for every cluster. So, we will not focus heawly the age or a-category variables. Among the six clusters, howe

we can identify behaviourdlifferences between customers that, in a sensénéde cluste

Cluster 1is distinguited from the other clusters primarily by the amap#nt shopping at the airport (exclud
eating and drinking). The mean amount is about $&6€ this cluster contains people who spend faertitan people ¢
any other cluster; in fact, the next higt cluster average is under $30. It is also trué ¢haster 1 contains a somewl
lower percentagef males (31%) than other clusters (all the othemcents being between 44% and 48%). None o
other variables are at the top or bottom for thiste. We can name this cluster, "Shoppers." Memberthisfclustel

could, perhaps, be best targetadrketed through a -more-femalesriented set of advertisements at airport st

Cluster 2 is somewhat distinguished by departure delay tiwvith average 140 minutes and arrival delay ti
with average 142 minutes (these two values arécdtlg, highly positively correlated.) These are tBnd largest dele
values of any cluster, exceedenlyoby those oCluster 5 which has delays about 3 times as le- clearly very unusual
average delay times, trutyutliers, reinforced by the fact that Cluster 5 has onl{ p@opl or less than.2% of the total
sample. For Cluster 2 and Cluster 5, scthought should be given to targeted apologetic agess perhaps offerir
coupons to members of these clusters to "compentbatien for the delays. None of the other varialles"stan-outs" for
these clusters. We can name Cluster 2, "The delayéslcin name Cluster 5, "The unfortunates!!- while rejoicing that

there are so few people in this clustt

Cluster 3is comprised of more than half of the customer b@ike mean delays (both departure and arrivals
the lowest of any cluster, and the@unt of shopping and eating/drinking dollars speralso the smallest. Also, we ¢
see from Figure 2 that the percent of busines®leay is noticeably higher for this cluster, witlt@responding drop i
the percentage of personal travelers. Aonally, their flight times are also the shorteste \8an name this clustt
"The business traveler" (who is, perhaps heavilyolved in the business aspects of the trip and vibin/herself a

having less time for nohbusiness activities, such shopping.) More mass marketing, rather than moeziafized,
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targeted marketing, may be the way to routinelghethis group. It is suggested that shops anduesits aspects of the
airport/airlines should be de-emphasized, as v&lparhaps, highlighting any attributes that attthe business traveler,

such as wifi, computer/terminal availability, amtbther communication vehicle

Cluster 4 is very distinguishable from the other clusterslhimir mean of $149 spent for eating and drinkinthe
airport. This $149 isnore than double the mean of the next highest cluster value. We can also note that their average age is
the highest of the clusters, although only slightigher than the mean for other clusters. We canenthis cluster as

"Foodies and Drinkers." Advertisements at airpestaurants and bars seem appropriate to targetitisi®r.

Cluster 6 is distinguished primarily by its flight times. &mean is 236 minutes, more than double the average

flight time of any other cluster. We can name ttisster "The long-distance travelers." Ads on aing's screens may be
good choices to target these travelers.

From the above analysis, it is clear that eaclhefix clusters has one or more unique charadtatslifferentiate
them from other clusters. Marketing managers caatireout to a certain type of customer based orr ttiester
membership - for some clusters and people, their demographics, for others their airport behavémid for yet others,

their flight time results.
CONCLUSIONS
Table 6 summarizes the salient features of theigeals.

Table 6: Cluster Summary

SLNO | Segment Name # Customers Description
Spends the most on shopping at airport, with average around
: The Shoppers 10008 $169. Also, is more predominantly female than any other cluster.
) The Delayed 573 Notabllyla_rge: but not outrageous, M@tofdday'ume: around
140 minutes each for departure and arrival.
3 The Business 70253 Spends the least on both shopping and eating. Shortest average
Travelers = delay times and flight times.
4 The Foodies and 10324 Alittle bit older than those of the other clusters, and
Drinkers - overwhelmingly spends the most on food and drinks.
5 The Unfortmates! 201 Enormous delay times. Ranked second high on shopping
Amount
6 %;Eloer;g-msta.nce 21092 Long flight time, with average about 4 hours (236 minutes).

The cluster analysis based our survey data expéains about potential segmentation. The resulthefcluster

analysis can help marketing departments to undetsteir market segmentation and further suppayet positioning.
LIMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

It is common that survey data have missing valResponders either do not have the patience thfthis survey
or, are unwilling to provide certain informationhi$ does not appear to be a serious problem harehé number of
missing values is, percentage-wise, relatively Ib@vertheless, there are different ways to handsing values - for
example - deleting the case entirely, using themtedfill in for the missing data point, and sevarre sophisticated
methods. In this study, we simply deleted incongpbases. It is possible that a different treatroémissing values would

lead to some modification of our results.

Impact Factor (JCC): 2.9987 www.bestjournals.in




24 Yujuan Wu & Paul D. Berger

We used one specific method of cluster analysis,Kfmeans clustering method. It is possible thatubke of a

different clustering algorithm would alter our résisomewhat. Future work might consider this issue

The K-means clustering method, as is the casefterelit degrees for all clustering methods, is greSto
outliers. We did not address the issue of outli@iues. It might be useful if future research irstfield gave serious
attention to the elimination of outliers. We carm $®om Table 2 that three of our metric variables.,(not counting the
two-category nominal variables of Genderl and El@ancelled 1, for which is it not uncommon fortarglard deviation
to exceed a mean) have a standard deviation tligeds the mean. This often indicates that outheespresent. It is
possible that the elimination of outliers might recately alter our results. While there are manysaaydefine an outlier,

any common method is very likely to be superiondd addressing the topic at all.

We used secondary data provided on a website ahdav- month survey-period. It is possible thatdalifferent

time period, results could change. Future studighiwish to consider a longer time-period overathio collect data.

Our variable selection was dictated by the surVégre may be other variables that allow for a Sopetustering
of the customer base. Of course, some of thesablas may be difficult to obtain (e.g., an inconiehe responder).
However, variables such as how frequently the nedeo flies, whether he/she is traveling alone athwane or more
companions, and other possible variables, may &eeglon the survey without adding materially tgpoesler discomfort
(such as would often be the case if one's incone wequested), and thus, not add much to the nuotbeases with

missing data.
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